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An implicit multigrid scheme for solving the Navier–Stokes, turbulence, species,
and variance transport equations describing turbulent combustion is presented. Tur-
bulence chemistry interaction is included by use of presumed probability density
functions (pdf). To avoid stiffness problems associated with chemically reacting
flows, time integration is performed by an implicit LU-SGS algorithm. This requires
the formation of a source term Jacobian. The complete, analytically derived Jaco-
bian, including assumed pdf modeling, is given in the present paper. Thus, the high
numerical stability of the original algorithm is maintained. Convergence acceleration
is accomplished by a nonlinear multigrid method. Strongly nonlinear source terms
in species, turbulence, and variance conservation equations usually keep multigrid
methods from converging. It is shown that freezing of coarse grid source terms includ-
ing spatial derivatives and restriction damping in regions of high chemical activity
may remedy this problem. Two finite-rate chemistry test cases with methane and hy-
drogen combustion at supersonic speed demonstrate a strong reduction in required
CPU time. c© 2001 Academic Press
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1. INTRODUCTION

The simulation of turbulent combustion is still a major challenge in the design of gas
turbines and aircraft engines. In many cases fluctuations of temperature and species concen-
trations exert a significant influence on chemical production rates. An accurate prediction of
high-speed combustors additionally requires complex chemistry. To account for turbulence–
chemistry interaction, probability density functions (pdf) are used increasingly [1–5]. Two
types of pdf approach can be distinguished: the evolution pdf method of Pope [1], which
employs a Monte Carlo solver, and the assumed pdf method [3, 6, 7]. While for the first one
the form of the pdf may evolve freely, it is presumed in the latter approach and completely
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defined knowing only the first couple of statistical moments. From a physical point of view
the Monte Carlo pdf method is more accurate, but it requires substantially more computer
resources. Additionally, methods for convergence acceleration that are widely used for mo-
ment methods are not available for Monte Carlo solvers. Thus, assumed pdf methods are
computationally more attractive for complex three-dimensional simulations [4] or combus-
tion processes that require a large number of different species. Implementation of variance
equations into existing codes is straightforward and solution algorithms do not have to be
changed.

Whether combustion is laminar or turbulent, finite-rate chemistry usually causes the
system of governing equations to become numerically stiff. This is due to the widely
disparate time and length scales resulting from chemical kinetics. Therefore, implicit or
at least point-implicit methods are indispensable for numerical time integration. If the
chemical source terms are linearized in time, source term Jacobians need to be formed.
This should be done for arbitrary reaction schemes including three-body reactions with
varying third-body efficiencies. Simplifications to the full source Jacobian resulting in a
diagonal matrix are presented, for example, by Eberhardt and Imley [8]. However, the
reduction in computer time consumption is usually paid for with smaller allowable time
steps and a decrease in the robustness of the algorithm. Additionally, the time integration
of species and total density become decoupled, which may cause problems in transient
phases of time integration. Therefore, a fully implicit treatment of pdf and species source
terms is introduced in this paper. It will be shown that the convergence properties of the
original Lower–Upper Symmetric Gauss–Seidel (LU-SGS) algorithm are maintained after
turbulence–chemistry interaction is included.

An implicit treatment of chemical source terms also has a stabilizing effect if multigrid
is used for convergence acceleration [9]. It is possible to benefit from larger time steps at
coarser grid levels if stability is not limited by stiffness resulting from chemical kinetics.
Because the simulation of reactive flows still requires tremendous CPU time, convergence
acceleration is of great importance. One of the most promising approaches for large problems
is the multigrid method [10]. Excellent results have already been achieved for subsonic and
transonic flows [11]. The combination of a full approximation storage (FAS) scheme for the
nonlinear equations and a linearized defect correction already enables O(Nm2) solutions
for transonic laminar test cases [12, 13], whereN is the number of grid points andm the
number of equations. Another promising approach uses different coarsening techniques
according to the damping properties of different solvers [14]. While much progress has
been achieved in this field for nonreactive flows, little work has been done on the use
of multigrid solvers for combustion. The greatest problem in this context is the strong
nonlinearity of chemical source terms that normally causes divergence of multigrid schemes.
Because of this difficulty, Shefferet al. [15] used only two grid levels for the simulation of
detonation waves. Global damping of the restricted residual error is employed by Edwards
[16] and local damping by Gerlingeret al. [9] to allow convergence with up to four grid
levels. However, none of these publications included turbulence–chemistry interaction. The
conservation equations for the variance of temperature and species fluctuations contain
strongly nonlinear source terms too, causing additional problems. In the present paper
the local damping of Ref. [9] and some additional modifications are introduced to enable
convergence in conjunction with pdf modeling.

To our knowledge, this is the first paper in which detailed chemistry and an assumed
pdf model are treated in a fully implicit fashion and the multigrid technique is used for
convergence acceleration.
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2. GOVERNING EQUATIONS AND NUMERICAL METHOD

The two-dimensional equations for chemically reacting flow can be written in a Cartesian
coordinate system as

∂Q
∂t
+ ∂(F− Fν)

∂x
+ ∂(G−Gν)

∂y
= S, (1)

where the vector of conservative variables is

Q = [ρ̄, ρ̄ũ, ρ̄ṽ, ρ̄ Ẽ, ρ̄q, ρ̄ω, ρ̄σe, ρ̄σY, ρ̄Ỹi ]
T , i = 1, 2, . . . , Nk − 1, (2)

F and G are inviscid, and,Fν and Gν are viscous fluxes in thex- and y-direction, re-
spectively. The source vectorS results from turbulence and chemistry. The Reynolds (¯)
or Favre (˜) averaged variables in Eq. (2) are density ¯ρ, velocity components̃u and ṽ,
total specific energyẼ, turbulence variablesq = √k (k = turbulent kinetic energy) and
ω = ε/k(ε = dissipation rate ofk), variance of energyσe, species mass fractions̃Yi , and
the sum of their variancesσY. Nk denotes the number of different species. The simulation of
hydrogen combustion involves a 9-species (N2, O2, H2, H2O, OH, O, H, HO2, and H2O2),
19-step modified reaction scheme originally developed by Jachimowski [17] excluding the
nitrogen reactions (see Table I). Slight modifications from the original scheme are taken
from Ref. [18]. For methane combustion the simulation employs a 17-species (N2, O2, H2,

TABLE I

Hydrogen–Air Combustion Mechanisma

j Reactionb j A j n j Ej

(1) H2 +O2 ⇀↽ HO2 + H 1.0× 1014 0 56,000
(2) H+O2 ⇀↽ OH+O 2.6× 1014 0 16,800
(3) O+ H2 ⇀↽ OH+ H 1.8× 1010 1.0 8,900
(4) OH+ H2 ⇀↽ H2O+ H 2.2× 1013 0 5,150
(5) OH+OH ⇀↽ H2O+O 6.3× 1012 0 1,090
(6) H+OH+M ⇀↽ H2O+M 2.2× 1022 −2.0 0
(7) H+ H+M ⇀↽ H2 +M 6.4× 1017 −1.0 0
(8) H+O+M ⇀↽ OH+M 6.0× 1016 −0.6 0
(9) H+O2 +M ⇀↽ HO2 +M 2.1× 1015 0 −1,000

(10) HO2 + H ⇀↽ OH+OH 1.4× 1014 0 1,080
(11) HO2 + H ⇀↽ H2O+O 1.0× 1013 0 1,080
(12) HO2 +O ⇀↽ O2 +OH 1.5× 1013 0 950
(13) HO2 +OH ⇀↽ H2O+O2 8.0× 1012 0 0
(14) HO2 + HO2 ⇀↽ H2O2 +O2 2.0× 1012 0 0
(15) H+ H2O2 ⇀↽ H2 + HO2 1.4× 1012 0 3,600
(16) O+ H2O2 ⇀↽ OH+ HO2 1.4× 1013 0 6,400
(17) OH+ H2O2 ⇀↽ H2O+ HO2 6.1× 1012 0 1,430
(18) H2O2 +M ⇀↽ OH+OH+M 1.2× 1017 0 45,500
(19) O+O+M ⇀↽ O2 +M 6.0× 1013 0 −1,800

a k = ATn exp(−E/RT); units are seconds, moles, cubic centimeters, calories, and Kelvin.
b Third-body efficiencies relative to N2 = 1 are as follows: For reaction (6), H2O= 6; for

reaction (7), H2 = 2 and H2O= 6; for reaction (8), H2O= 5; for reaction (9), H2 = 2 and
H2O= 16; and for reaction (18), H2O= 15.
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H2O, OH, O, H, CH3, CH4, CH2O, HCO, CO, H2O2, CH2, HO2, CH, and CO2), 58-step re-
action mechanism [19]. The reaction rate for methane dissociation (reaction (1) in Ref. [19])
is defined in a low- and high-pressure limit and is consequently difficult to treat implicitly.
Therefore, this reaction is replaced by the corresponding reaction taken from Ref. [20]. A
two-equation low-Reynolds-numberq–ω model [9, 21] was chosen as turbulence closure.

The source vector appearing on the right-hand side of Eq. (1) is given by

S= [0, 0, 0, 0, Sq, Sω, Sσe, SσY , Si ]
T , i = 1, 2, . . . , Nk − 1, (3)

with source termsSq andSω stemming from theq–ω turbulence model [21];Sσe andSσY

are source terms of the variance conservation equations, andSi represents species source
terms resulting from chemistry.

The unsteady form of governing equations is integrated in time using an implicit finite-
volume LU-SGS algorithm [11, 22]. In addition to inviscid Jacobians, the implicit part
includes simplified viscous Jacobians based on the thin-layer Navier–Stokes equations. An
important measure to obtain numerical stability and to allow large time steps in the case
of finite-rate chemistry is the implicit treatment of source vectorS requiring the formation
of a source JacobianH = ∂S/∂Q. This Jacobian comprises contributions from turbulence,
pdf modeling, and chemistry. Inviscid and viscous Jacobians for the pdf transport equations
are formed in the same way as for the fluid variables [22]. Further details concerning the
numerical scheme may be found in Ref. [9].

3. ASSUMED PDF CLOSURE

An assumed pdf method chosen to account for turbulence chemistry interaction is applied
to determine averaged species and pdf production rates. The instantaneous production rate
of speciesi is given by

Si = Mi

Nr∑
r=1

[
(ν ′′ir − ν ′ir )

(
k fr

Nk+1∏
l=1

c
ν ′lr
l − kbr

Nk+1∏
l=1

c
ν ′′lr
l

)]
, (4)

whereNr denotes the number of reactions involved. Because transport equations are solved
for Nk − 1 species only, the concentration of the last species must be expressed through the
normalization property

cNk =
ρYNk

MNk

= 1

MNk

(
ρ −

Nk−1∑
i=1

ρYi

)
, (5)

which becomes important for the source Jacobian formation.Mi denotes the molecular
weight of speciesi and concentration

cNk+1 =
Nk−1∑
i=1

(
ti
Mi
− tNk

MNk

)
ρYi + ρ

tNk

MNk

(6)

represents third-body species withti being the respective third-body efficiency. The stoi-
chiometric coefficient of reactantNk + 1 is 1 if three-body reactions take place; otherwise
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it is 0. If the one-point one-time joint pdf of temperature and composition,P, is known, the
mean production rate can be determined from

Si =
∫

Si
(
T̂, ĉ1, . . . , ĉNk

)
P
(
T̂, ĉ1, . . . , ĉNk

)
dT̂ dĉ1 . . . dĉNk (7)

by integrating over all realizable states of sample space variablesT̂ andĉi . Using a presumed
pdf concept, the shape of the pdfP has a mathematical form that is defined in the present
case by the variable’s mean and one higher order correlation. We follow the approaches of
Girimaji [7, 23], Gaffneyet al. [24], and Baurle [3, 4] and assume a Gaussian distribution
for temperature and a multivariateβ-pdf model for species mass fractions. One of the
shortcomings of this approach is that statistical independence of temperature, composition,
and density must be assumed. Thus, the pdfP can be written as the product of marginal
pdfs

P
(
T̂, ĉ1, . . . , ĉNk

) = PT (T̂)PY
(
Ŷ1, . . . , ŶNk

)
δ(ρ̂ − ρ̄). (8)

This considerably simplifies the integration of Eq. (7), which now may be performed in
consecutive steps

Si = Mi

Nr∑
r=1

[
(ν ′′ir − ν ′ir ) ·

(
k fr

Nk+1∏
l=1

(
ρ̄Yl

Ml

)ν ′lr
− kbr

Nk+1∏
l=1

(
ρ̄Yl

Ml

)ν ′′lr
)]

. (9)

Baurle and Girimaji [25] propose a new approach for assumed pdfs that also accounts for
temperature–composition correlations, which are neglected in the present paper.

3.1. Assumed PDF of Temperature

The pdf of temperature,PT (T̂), is assumed to be Gaussian distribution [4]

PT (T̂) = 1√
2πσT

exp

[
− (T̂ − T̃)2

2σT

]
, σT = T̃ ′′2, (10)

fully determined by its first and second moments. While the first moment,T̃ , results from the
averaged energy equation, an additional conservation equation becomes necessary for the
second central moment, the energy variance,σe, which is related to the temperature variance
σT . Due to presumed statistical independence, time-averaged forward and backward reaction
rates of reactionr are obtained from

kr =
∫ T̂=∞

T̂=0
kr (T̂)PT (T̂) dT̂ . (11)

Since no analytical solution for this integral exists, it has to be calculated numerically.
In practice, integration cannot be performed over an infinite temperature range. Follow-
ing Baurle [26], lower and upper temperature integration limits are introduced that cover
the relevant part of the temperature range. A second restriction is the limited validity of
the Arrhenius function (e.g., temperatures above 3000 K often lead to significant errors).
Therefore, the pdf is clipped at lower and upper limits and significant parts of the pdf may
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FIG. 1. Gaussian pdfs for̃T = 1000 K and different temperature fluctuation intensitiesIT .

be lost. In order not to violate the normalization property of the pdf, Dirac delta functions
are added at the clipped ends (atTmin andTmax), and Eq. (10) is replaced by

PT (T̂) = 1√
2πσ0

exp

[
− (T̂ − T̃0)

2

2σ0

]
[H(T̂ − Tmin)− H(T̂ − Tmax)]

+ A1δ(T̂ − Tmin)+ A2δ(T̂ − Tmax), (12)

using the Heaviside functionH , whereA1 and A2 correspond to the areas of the clipped
tails [6]. The free parameters̃T0 andσ0 are determined by a Newton–Raphson iteration
in such a way that the first and second moments remain unaltered in comparison with
the unclipped distribution. Figure 1 shows Gaussian distributions forT̃ = 1000 K with
temperature fluctuation intensitiesIT = √σT/T̃ of 0.1, 0.15, 0.25, and 0.5. ForIT = 0.5
the pdf is clipped at 200 K, and a delta function is added.

The numerical integration of Eq. (11) is performed by Simson’s rule. To avoid this
integration at every time step, look-up tables are used for averaged forward and backward
reaction rates. Intermediate values can be interpolated from tabulated values depending on
mean temperaturẽT and temperature fluctuation intensityIT . This follows the approach
of Baurle [3, 26], who used look-up tables fork̄ f and k̄b. However, there may be very
large gradients in the distribution of reaction rates. Therefore, we did not store the averaged
reaction rates directly, but the ratio of averaged to laminar reaction rates,α f = k̄ f /k f

andαb = k̄b/kb, to eliminate the exponential dependence on temperature. This treatment
results in a smoother distribution and, consequently, improved accuracy of the interpolation
algorithm. On the other hand, this normalization necessitates the recalculation of laminar
reaction rates at every time step. Table II shows a comparison of both treatments for selected
reactions of the Jachimowski hydrogen–air reaction mechanism of Table I. The center
values between four surrounding tabulated points are calculated with both interpolation
methods and are compared with exact values. Because low temperatures cause extreme, but
insignificant values ofα, errors are evaluated only for̃T > 500 K andα < 107. Table II
displays results for selected forward (f) and backward (b) reactions, including those of
largest errors.εmax is the maximum relative error of all values within the table andεav the
average relative error (over all values), each in comparison with the exact value. The last
column shows the relative reduction in average error resulting from the use of normalized



MULTIGRID APPROACH TO TURBULENT COMBUSTION 253

TABLE II

Interpolation Errors (%) by Use of Two Different Look-Up

Tables Compared with Exact Valuesa

j εmax,1 εav,1 εmax,2 εav,2 Improvement

2f 2.17 0.055 4.77 0.15 63.
2b 0.01 0.0003 0.01 0.001 74.
4f 0.15 0.004 0.31 0.010 56.
4b 3.39 0.089 7.33 0.224 60.
9f 0.23 0.004 0.23 0.009 53.
9b 11.5 0.368 12.4 0.620 41.

19f 11.4 0.395 17.5 0.751 47.
19b 3.10 0.300 3.10 0.342 12.

a Index 1 indicates tabulation of̄k/k; index 2 indicates tabulation of̄k.

reaction rates instead of absolute ones. While for the maximum error there are a few reactions
for which the normalization aggravated the results slightly, the average errors are always
reduced significantly. In the present case the table consists of 170 points in mean temperature
direction and 85 points inIT direction.

Besides the mean temperature, the variance is needed as a second parameter to fully
define the shape of the Gaussian pdf. An equation for the variance of enthalpy or energy
can easily be derived from the energy or enthalpy equation. Another possibility is to use
equations for the variance in sensible energy or sensible enthalpy. If sensible quantities
are opted for, the temperature variance may be determined more accurately because this
approach involves less assumptions (concerning particularily enthapies of formation). On
the other hand, variance equations for sensible quantities contain an additional source term
(here for the energy variance equation)

−2e′′s

Nk∑
k=1

Skh f,k (13)

that involves the pdf to calculate a higher order turbulent moment (h f denotes the enthalpy
of formation). Because the shape of the pdf has a much larger influence on this term than on
turbulent reaction rates, large discrepancies may be expected in regions with incorrect shape.
Additionally, this term is difficult to include in the source Jacobian for time integration and
has to be stored in look-up tables, too. Therefore, we opted for a conservation equation
for the variance of energy. Energy is chosen because there are less modeling assumptions
involved than with enthalpy [24]. The modeled conservation equation for variance of energy
is given by

∂

∂t
(ρ̄σe)+ ∂

∂xj
(ρ̄ũ j σe)− ∂

∂xj

[(
µ

Pr
+ µt

Prt

)
∂σe

∂xj

]
= 2

µt

Prt

(
∂ẽ

∂xj

)2

︸ ︷︷ ︸
Se1

− Ceρ̄σeω − 2(γ̂ − 1)ρ̄σe
∂ũ j

∂xj︸︷︷︸
Se2

, (14)

with σe = ẽ′′2. Unclosed correlations are modeled with gradient-type approximations [24,
26], the laminar and turbulent Prandtl numbers, Pr and Prt, are 0.7 and 0.9, respectively, the
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model constantCe equals 0.5, ˆγ denotes the ratio of specific heats, andω = 1/τ , whereτ is
a turbulent time scale. All terms on the right-hand side of Eq. (14) represent source terms,
and the first one,Se1, represents main production. The spatial derivatives within these terms
cause problems if multigrid methods are applied and therefore require a special treatment
described later. Using an averaged specific heat

ĉv = ĉv(T̃, Ỹk) =
Nk∑

k=1

Ỹk

∫ T̃
0 cvk(T̃) dT̃

T̃
, (15)

we can recover the temperature variance from energy variance by

T̃ ′′2 ≈ ẽ′′2

ĉ2
v

, (16)

neglecting effects of species fluctuations onĉv and on the heat of formation.

3.2. Assumed PDF of Composition

Following Girimaji [7, 23], a multivariateβ distribution describes the pdf of composition.
A great advantage of this pdf is that, besides the first moments of species mass fractions,
just one additional second moment, the sum of species mass fraction variances,

σY =
Nk∑

m=1

Ỹ′′2m , (17)

suffices to parametrize its shape. Another presumption to allow the calculation of multi-
component flows is the existence of an analytical solution of the integral involving the pdf,
which is also met. The pdf of composition is given by [7]

P
(
Ŷ1, Ŷ2, . . . , ŶNk

) = 0
(∑Nk

m=1 βm
)∏Nk

m=10(βm)
· δ
(

1−
Nk∑

m=1

Ŷm

)
·

Nk∏
m=1

Ŷβm−1
m , (18)

with parameters

βm = ỸmB, B =
∑Nk

m=1Ỹm(1− Ỹm)

σY
− 1. (19)

Equation (18) is only valid if 0≤ βm ≤ ∞. This realizability condition is satisfied if

σY ≤
Nk∑

m=1

Ỹm(1− Ỹm). (20)

Because a separate conservation equation is employed to calculateσY, this constraint is not
satisfied automatically by the numerical solution. However, problems only arise if the mass
fraction of one species approaches 1. In this case both sides of Eq. (20) approach zero,
while their ratio, appearing in Eq. (19), must tend to infinity. Under these circumstances
even extremely small fluctuationsσY can have a maximum influence on chemical production
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rates. Because this problem only arises if one species is close (or identical) to one, it mainly
affects decomposition reactions such as CH4+M → CH3+ H+M. Limiting B as well
asσY (by Eq. (20)) circumvents this problem.

It should also be noted that the calculation of averaged production rates requires Reynolds-
averaged mass fractions to define the pdf. The use of Favre-averaged quantities instead thus
is an additional simplification.

As may be seen from Eqs. (18) and (19), the multivariateβ-pdf is completely defined
by mean values̃Ym obtained from species conservation equations andσY, for which an
additional equation is needed. This equation can be derived from the species conservation
equations [7, 26], and its modeled form is given by

∂

∂t
(ρ̄σY)+ ∂

∂xj
(ρ̄ũ j σY)− ∂

∂xj

[
ρ̄(D + Dt)

∂σY

∂xj

]

= 2
Nk∑

i=1

ρ̄Dt
∂Ỹi

∂xj

∂Ỹi

∂xj︸ ︷︷ ︸
SY1

− CσY ρ̄σYω + 2
Nk∑

i=1

Y′′i Si . (21)

Again, unclosed correlations are modeled with gradient-type approximations [4, 24],D and
Dt denote laminar and turbulent diffusion coefficients, and the model constantCσY equals
0.5. All terms on the right-hand side represent source terms. The first one,SY1, constitutes
main production; the second one is dissipation. The last term is calculated analytically with
known pdf and needs no further modeling. This term causes a strong dissipation ofσY in
the main reaction zone.

3.3. Species Production Terms

Because of the assumed statistical independence of temperature and species fluctua-
tions, the averaged forward and backward reaction rates may be treated separately from the
remaining parts [26]. The term that requires integration over the mass fraction pdf

Nk+1∏
l=1

(
Yl

Ml

)νlr

=
∫ ( Nk∑

j=1

t j Ŷj

M j

)νNk+1r
(

Nk∏
l=1

Ŷνlr
l

)
P
(
Ŷ1, Ŷ2, . . . ŶNk

)
dŶ1 dŶ2 . . . dŶNk

=
∏Nk

j=1

∏ν jr

l=1(β j + ν jr − l )∏mr
j=1(B+mr − j )

[
Nk∑
j=1

t j

M j
(β j + ν jr )

]νNk+1r

︸ ︷︷ ︸
6=1 only for 3-body reactions

(22)

is solved analytically with

mfr =
Nk+1∑
j=1

ν ′jr , mbr =
Nk+1∑
j=1

ν ′′jr , (23)

including three-body reactions. Thus the total averaged production rate of speciesi finally
evolves from

Si = Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )(T1 f T2 f T3 f T4 f − T1bT2bT3bT4b), (24)
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with contributions

T1 = k̄r , (25)

T2 = ρ̄νNk+1r

Nk∏
l=1

(
ρ̄

Ml

)νlr

= ρ̄mr

Nk∏
l=1

(
1

Ml

)νlr

, (26)

T3 =
∏Nk

j=1

∏ν jr

l=1(β j + ν jr − l )∏mr
j=1(B+mr − j )

=:
P1

P2
, (27)

T4 =
[

Nk∑
j=1

t j

M j
(β j + ν jr )

]νNk+1r

. (28)

These terms are functions of the variablesT1 = T1(T̃, IT ), T2 = T2(ρ̄), T3 = T3(Ỹi , σY),

T4 = T4(Ỹi , σY), andP1, P2 are defined for later use. Again, because of the exponentνNk+1r ,
term,T4 has only to be calculated in case of three-body reactions and otherwise becomes 1.

3.4. Species Variance Production Terms

An additional source term that requires integration over the composition pdf is the last
one appearing in the species variance equation (21),

Nk∑
i=1

Y′′i Si =
Nk∑

i=1

(Yi Si − Ỹi Si ). (29)

While the second contribution to the sum on the right-hand side is known from above, the
first part remains to be determined. The calculation ofYi Si requires the integration [26]∫

Ŷi

(
Nk∑
j=1

t j Ŷj

M j

)νNk+1r
(

Nk∏
l=1

Ŷνlr
l

)
P
(
Ŷ1, Ŷ2, . . . ŶNk

)
dŶ1 dŶ2 . . . dŶNk

= βi + νir

B+mr

∏Nk
j=1

∏ν jr

l=1(β j + ν jr − l )∏mr
j=1(B+mr − j )

[
ti
Mi
+

Nk∑
j=1

t j

M j
(β j + ν jr )

]νNk+1r

︸ ︷︷ ︸
6=1 only for 3-body reactions

, (30)

and the source term contributing to Eq. (29) is obtained from

Yi Si = Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )(T1 f T2 f T3 f T5 f T6 f − T1bT2bT3bT5bT6b). (31)

Both T5 andT6 are new functions depending oñYi andσY,

T5 = βi + νir

B+mr
=:

P3

P4
, (32)

T6 =
[

ti
Mi
+

Nk∑
j=1

t j

M j
(β j + ν jr )

]νNk+1r

. (33)

In accordance with termT4 given in Eq. (28),T6 has to be calculated for three-body reactions
only and otherwise becomes 1.
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4. SOURCE TERM JACOBIAN

As described before, source terms are treated in a completely implicit fashion as to
mitigate stiffness problems resulting from finite-rate chemistry. In the context of LU-SGS
algorithms, the implicit treatment of chemical source terms has proven to be very stable
and to allow large CFL numbers for a great variety of different combustion problems [9, 22,
27–29]. Moreover, high numerical stability is a requirement for the use of multigrid methods
in case of combustion. The complete source Jacobian due to laminar chemistry is given in
Ref. [22]. The formation of the source Jacobian including assumed pdf modeling introduces
additional complexity. For maximum stability, backward Euler discretization is employed
with linearization about the initial state. If source terms resulting from axisymmetry are
neglected, the source Jacobian has the general form

H =



0 0 0 0 0 0 0 0 0 . . . 0
...

...
...

...
...

...
...

...
...

...
...

0 0 0 0 0 0 0 0 0 . . . 0
∂Sq

∂ρ̄
0 0 0 ∂Sq

∂(ρ̄q)

∂Sq

∂(ρ̄ω)
0 0 0 . . . 0

∂Sω

∂ρ̄
0 0 0 ∂Sω

∂(ρ̄q)
∂Sω

∂(ρ̄ω)
0 0 0 . . . 0

∂Sσe
∂ρ̄

0 0 0 0 ∂Sσe
∂(ρ̄ω)

∂Sσe
∂(ρ̄σe)

∂Sσe
∂(ρ̄σY)

0 . . . 0

∂SσY
∂ρ̄

∂SσY
∂(ρ̄ũ)

∂SσY
∂(ρ̄ṽ)

∂SσY

∂(ρ̄ Ẽ)

∂SσY
∂(ρ̄q)

∂SσY
∂(ρ̄ω)

∂SσY
∂(ρ̄σe)

∂SσY
∂(ρ̄σY)

∂SσY

∂(ρ̄Ỹ1)
. . .

∂SσY

∂(ρ̄Ỹn)

∂S1
∂ρ̄

∂S1
∂(ρ̄ũ)

∂S1
∂(ρ̄ṽ)

∂S1

∂(ρ̄ Ẽ)

∂S1
∂(ρ̄q)

∂S1
∂(ρ̄ω)

∂S1
∂(ρ̄σe)

∂S1
∂(ρ̄σY)

∂S1

∂(ρ̄Ỹ1)
. . . ∂S1

∂(ρ̄Ỹn)

...
...

...
...

...
...

...
...

...
...

...

∂Sn
∂ρ̄

∂Sn
∂(ρ̄ũ)

∂Sn
∂(ρ̄ṽ)

∂Sn

∂(ρ̄ Ẽ)

∂Sn
∂(ρ̄q)

∂Sn
∂(ρ̄ω)

∂Sn
∂(ρ̄σe)

∂Sn
∂(ρ̄σY)

∂Sn

∂(ρ̄Ỹ1)
. . . ∂Sn

∂(ρ̄Ỹn)



,

(34)

where indexn denotes speciesNk − 1. The turbulence variablesq andω are treated as
loosely coupled with fluid motion. MatrixH has to be inverted at every grid point and time
step, but the lines ofq, ω, andσe can be treated separately to reduce this effort. While the
source term Jacobian has to be formed with respect to the conservative variable vector,Q,
the species source termsSi are explicit functions of primitive variables; i.e.,

Si = f
(
T̃, IT , σY, c̃1, c̃2, . . . , c̃Nk

)
. (35)

The elements of the Jacobian matrix may be calculated using the chain rule for partial
derivatives. Beside the conservative variable vector given in Eq. (2), two additional variable
vectors

Q1 = [ρ̄, ρ̄ũ, ρ̄ṽ, T̃, ρ̄q, ρ̄ω, IT , σY, ρ̄Ỹi ]
T , (36)

Q2 = [ρ̄, ρ̄σe, T̃, ρ̄Ỹi ]
T , (37)

with i = 1, 2, . . . , Nk − 1 are needed in the chain rule procedure. To facilitate the evaluation
of Jacobian matrix elements, we first define some derivatives with respect to the new variable
vectors that are used later.
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As mentioned before, look-up tables are employed for normalized turbulent forward and
backward reaction rates,α = k̄/k, depending oñT and IT . Because no analytical solution
exists, derivatives of these terms with respect to temperature and temperature fluctuation
intensity must be calculated numerically from tabulated values. Four surrounding points
are used to obtain gradients∂α/∂ T̃ and∂α/∂ IT . While the laminar reaction ratek = k(T̃)

is a function of temperature only, its turbulent counterpartk̄ = αk = k̄(T̃, IT ) additionally
depends on temperature fluctuation intensity so that the corresponding derivatives are

∂ k̄

∂ T̃

∣∣∣∣
Q1\T̃
= k

∂α

∂ T̃

∣∣∣∣
Q1\T̃
+ α

∂k

∂ T̃

∣∣∣∣
Q1\T̃

, (38)

∂ k̄

∂ IT

∣∣∣∣
Q1\IT

= k
∂α

∂ IT

∣∣∣∣
Q1\IT

. (39)

For all partial derivatives the\ indicates that the following dependent variable, e.g.,T̃ in
Eq. (38), is allowed to change while all remaining variables of the corresponding vector,
e.g.,Q1, stay constant. Arrhenius functions are used for forward (k f = AT̃

n
exp(E/RmT̃))

and equilibrium constantsKϑ for backward (kb = k f /Kϑ ) reaction rates. When these are
inserted into the above equation, the final expressions for reaction rate derivatives

∂ k̄ f

∂ T̃

∣∣∣∣
Q1\T̃
= k f

∂α f

∂ T̃

∣∣∣∣
Q1\T̃
+ k̄ f

T̃

(
n+ E

RmT̃

)
, (40)

∂ k̄b

∂ T̃

∣∣∣∣
Q1\T̃
= kb

∂αb

∂ T̃

∣∣∣∣
Q1\T̃
+ k̄b

T̃

(
n+

Nk∑
j=1

ν j + E

RmT̃
− T̃

Kϑ

∂Kϑ

∂ T̃

)
(41)

are obtained. With these expressions the temperature and variance intensity derivatives of
Si follow as

∂Si

∂ T̃

∣∣∣∣
Q1\T̃
= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )

[
∂ k̄ fr

∂ T̃

∣∣∣∣
Q1\T̃

T2 f T3 f T4 f − ∂ k̄br

∂ T̃

∣∣∣∣
Q1\T̃

T2bT3bT4b

]
, (42)

∂Si

∂ IT

∣∣∣∣
Q1\IT

= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )

[
∂ k̄ fr

∂ IT

∣∣∣∣
Q1\IT

T2 f T3 f T4 f − ∂ k̄br

∂ IT

∣∣∣∣
Q1\IT

T2bT3bT4b

]
. (43)

In the same way, derivatives of the composition variance source term, given in Eq. (31), are
formed:

∂(Yi Si )

∂ T̃

∣∣∣∣
Q1\T̃
= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )

[
∂ k̄ fr

∂ T̃

∣∣∣∣
Q1\T̃

T2 f T3 f T5 f T6 f − ∂ k̄br

∂ T̃

∣∣∣∣
Q1\T̃

T2bT3bT5bT6b

]
,

(44)

∂(Yi Si )

∂ IT

∣∣∣∣
Q1\IT

= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )

[
∂ k̄ fr

∂ IT

∣∣∣∣
Q1\IT

T2 f T3 f T5 f T6 f − ∂ k̄br

∂ IT

∣∣∣∣
Q1\IT

T2bT3bT5bT6b

]
.

(45)
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Finally, the remaining derivatives needed for later use are

∂ T̃

∂ẽ

∣∣∣∣
Q\ρ̄ Ẽ

= 1

cv

, (46)

∂ẽ

∂ρ̄

∣∣∣∣
Q\ρ̄
= 1

ρ̄
(ũ2+ ṽ2+ 2q2− Ẽ). (47)

In the case of laminar chemistry (σT = 0 andα = 1) all derivatives ofα disappear and the
derivatives of reaction rates given in Eqs. (40) and (41) approach their laminar values.

4.1. Derivatives of Composition PDF Parameters

Because the continuity equation is included in the set of governing equations, only
Nk − 1 concentrations are independent for a system ofNk different species. Therefore,
the composition pdf parametersβ j first have to be expressed as functions of conservative
variables. Forj = 1, 2, . . . , Nk − 1 it follows that

β j = ρ̄Ỹj

ρ̄

{
1

ρ̄σY

[
Nk−1∑
l=1

ρ̄Ỹl

(
2− ρ̄Ỹl

ρ̄

)
− 1

ρ̄

(
Nk−1∑
l=1

ρ̄Ỹl

)2 ]
− 1

}
(48)

and for the last species

βNk =
{

1− 1

ρ̄

Nk−1∑
l=1

ρ̄Ỹl

}{
1

ρ̄σY

[
Nk−1∑
l=1

ρ̄Ỹl

(
2− ρ̄Ỹl

ρ̄

)
− 1

ρ̄

(
Nk−1∑
l=1

ρ̄Ỹl

)2 ]
− 1

}
(49)

is deduced from the normalization property. The parametersβ j are then differentiated with
respect to the conservative variables to give

∂β j

∂ρ̄
= − 1

ρ̄

[
2β j + Ỹ j − 2Ỹ j

σY

(
1− ỸNk

)− δ j Nk B

]
, (50)

∂β j

∂(ρ̄σY)
= − 1

ρ̄σY

(
Ỹj + β j

)
, (51)

∂β j

∂(ρ̄Ỹk)
= 2Ỹj

ρ̄σY

(
ỸNk − Ỹk

)+ δ jk
B

ρ̄
− δ j Nk

B

ρ̄
, (52)

whereδi j is the Kroneckerδ. Derivatives with respect to all remaining entries of variable
vectorQ (e.g.,ρ̄ũ, ρ̄v̄, etc.) become zero. The corresponding derivatives of the pdf parameter
B (see Eq. (19)) are obtained by summing up allNk different derivatives ofβ j :

∂ B

∂ρ̄
= − 1

ρ̄

[
1+ B− 2

σY

(
1− ỸNk

)]
, (53)

∂ B

∂(ρ̄σY)
= − 1

ρ̄σY
(1+ B), (54)

∂ B

∂(ρ̄Ỹk)
= 2

ρ̄σY

(
ỸNk − Ỹk

)
. (55)
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Once more, all derivatives with respect to other elements ofQ are zero. The next step is
the derivation of termsT1 to T6 andP1 to P4 with respect to conservative variables. These
terms form the species and species variance source terms.T1 is a function ofT̃ andIT only
and its derivative is already given in Eq. (40).T2 depends merely on density and may be
easily differentiated:

∂T2

∂ρ̄
= T2mr

ρ̄
. (56)

TermsT3 throughT6 are functions of ¯ρ, ρ̄σY, andρ̄Ỹi . For their differentiation we useP1

throughP4 (defined by Eqs. (27) and (32)),

∂ P1

∂X = P1

Nk∑
j=1

ν jr∑
l=1

1

β j + ν jr − l

∂β j

∂X , (57)

∂ P2

∂X = P2
∂ B

∂X

mr∑
j=1

1

B+mr − j
, (58)

∂ P3

∂X =
∂βi

∂X , (59)

∂ P4

∂X =
∂ B

∂X , (60)

whereX denotes ¯ρ, ρ̄σY, or ρ̄Ỹi . All remaining derivatives are zero. Thus with

∂T3

∂X =
1

P2

(
∂ P1

∂X − T3
∂ P2

∂X

)
, (61)

∂T4

∂X =
Nk∑
j=1

t j

M j

∂β j

∂X , (62)

∂T5

∂X =
1

P4

(
∂βi

∂X − T5
∂ B

∂X

)
, (63)

∂T6

∂X =
∂T4

∂X , (64)

we now have all that is needed to apply the chain rule and obtain the elements of the source
Jacobian matrix.

4.2. Derivatives of Species Source Terms

While the source terms̄Si are functions of the temperature fluctuation intensityIT and
species varianceσY, the mean temperature is independent of these variables. Therefore, all
mean temperature derivatives with respect toIT andσY become zero. Defining

A1 = ∂Si

∂ T̃

∣∣∣∣
Q1\T̃
− IT

T̃

∂Si

∂ IT

∣∣∣∣
Q1\IT

(65)

and applying the chain rule, we get for the derivative
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• with respect to ¯ρ

∂Si

∂ρ̄

∣∣∣∣
Q\ρ̄
= ∂Si

∂ρ̄

∣∣∣∣
Q1\ρ̄︸ ︷︷ ︸

1a

+ ∂Si

∂ T̃

∣∣∣∣
Q1\T̃

∂ T̃

∂ρ̄

∣∣∣∣
Q\ρ̄︸ ︷︷ ︸

1b

+ ∂Si

∂ IT

∣∣∣∣
Q1\IT

∂ IT

∂ρ̄

∣∣∣∣
Q\ρ̄︸ ︷︷ ︸

1c

, (66)

1a= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )
[
k̄ fr

∂

∂ρ̄
(T2 f T3 f T4 f )− k̄br

∂

∂ρ̄
(T2bT3bT4b)

]
(67)

1b= ∂Si

∂ T̃

∣∣∣∣
Q1\T̃

1

ρ̄cv

[
1

2
(ũ2+ ṽ2)+ q2− ẽNk

]
(68)

1c= ∂Si

∂ IT

∣∣∣∣
Q1\IT

[
∂ IT

∂ρ

∣∣∣∣
Q2\ρ
+ ∂ IT

∂ T̃

∣∣∣∣
Q2\T̃

∂ T̃

∂ρ

∣∣∣∣
Q\ρ

]

= ∂Si

∂ IT

∣∣∣∣
Q1\IT

[
IT

ρ̄

(
1

2
− esNk

es

)
− IT

T̃

1

ρ̄cv

(
1

2
(ũ2+ ṽ2)+ q2− ẽNk

)]
, (69)

• with respect to ¯ρũ

∂Si

∂(ρ̄ũ)

∣∣∣∣
Q\ρ̄ũ

= ∂Si

∂ T̃

∣∣∣∣
Q1\T̃

∂ T̃

∂(ρ̄ũ)

∣∣∣∣
Q\ρ̄ũ

+ ∂ S̄i

∂ IT

∣∣∣∣
Q1\IT

∂ IT

∂(ρ̄ũ)

∣∣∣∣
Q\ρ̄ũ

(70)

= − ũ

ρ̄cv

A1,

• with respect to ¯ρ Ẽ

∂Si

∂(ρ̄ Ẽ)

∣∣∣∣
Q\ρ̄ Ẽ

= ∂Si

∂ T̃

∣∣∣∣
Q1\T̃

∂ T̃

∂(ρ̄ Ẽ)

∣∣∣∣
Q\ρ̄ Ẽ

+ ∂Si

∂ IT

∣∣∣∣
Q1\IT

∂ IT

∂(ρ̄ Ẽ)

∣∣∣∣
Q\ρ̄ Ẽ

(71)

= 1

ρ̄cv

A1,

• with respect to ¯ρq

∂Si

∂(ρ̄q)

∣∣∣∣
Q\ρ̄q

= ∂Si

∂ T̃

∣∣∣∣
Q1\T̃

∂ T̃

∂(ρ̄q)

∣∣∣∣
Q\ρ̄q

+ ∂ S̄i

∂ IT

∣∣∣∣
Q1\IT

∂ IT

∂(ρ̄q)

∣∣∣∣
Q\ρ̄q

(72)

= − 2q

ρ̄cv

A1,

• with respect to ¯ρσe

∂Si

∂(ρ̄σe)

∣∣∣∣
Q\ρ̄σe

= ∂Si

∂ IT

∣∣∣∣
Q1\IT

∂ IT

∂(ρ̄σe)

∣∣∣∣
Q\ρ̄σe

= ∂Si

∂ IT

∣∣∣∣
Q1\IT

1

2

IT

ρ̄σe
, (73)

• with respect to ¯ρσY

∂Si

∂(ρ̄σY)

∣∣∣∣
Q\ρσY

= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )
[
k̄ fr T2 f

∂

∂(ρ̄σY)
(T3 f T4 f )− k̄br T2b

∂

∂(ρ̄σY)
(T3bT4b)

]
,

(74)
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• with respect to ¯ρỸk

∂Si

∂(ρ̄Ỹk)

∣∣∣∣
Q\ρ̄Ỹk

= ∂Si

∂ T̃

∣∣∣∣
Q1\T̃

∂ T̃

∂(ρ̄Ỹk)

∣∣∣∣
Q\ρ̄Ỹk

+ ∂Si

∂ IT

∣∣∣∣
Q1\IT

∂ IT

∂(ρ̄Ỹk)

∣∣∣∣
Q\ρ̄Ỹk

+ ∂Si

∂(ρ̄Ỹk)

∣∣∣∣
Q1\ρ̄Ỹk

= − ẽk − ẽNk

ρ̄cv

A1− ∂Si

∂ IT

∣∣∣∣
Q1\IT

IT

ρ̄es

(
ẽsk − ẽsNk

)+ Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )

×
[
k̄ fr T2 f

∂

∂(ρ̄Ỹk)
(T3 f T4 f )− k̄br T2b

∂

∂(ρ̄Ỹk)
(T3bT4b)

]
, (75)

whereeandes denote the specific energy and the sensible specific energy of the gas mixture,
and an additional index indicates a particular species. The averaged species source terms
are independent of the turbulence variableω, so that this derivative becomes zero.

4.3. PDF Source Terms Formed by Spatial Derivatives

Like the conservation equations of any available two-equation turbulence model, the pdf
equations contain production terms that are formed by spatial derivatives of fluid variables.
In the present case,Se1 andSe2 in Eq. (14) as well asSY1 in Eq. (21) represent such derivatives
that are calculated by central differences. Thus the corresponding source Jacobian would
include entries at four neighboring volumes. To treat these terms in the implicit part of numer-
ical schemes is computationally expensive. Sinha and Candler [30] included corresponding
expressions of ak–ε turbulence model in the implicit operator but usually such terms are
treated explicitly. For the species variance equation the situation is still more complicated
owing to the sum over all species derivatives. Fortunately, an implicit treatment of these
parts was found to be less critical and is therefore not attempted in the present paper. For all
investigated test cases machine accuracy could be reached without linearizing these terms.

4.4. Derivatives of PDF Terms

All source terms in the pdf equations are located on the right hand sides of Eqs. (14) and
(21). As mentioned in the previous paragraph, contributions containing spatial derivatives
are kept constant. Thus, with the exception of the last term in the species variance equation,
all derivatives can be easily obtained if the fluid properties ( ˆγ , cv, etc.) are treated as frozen.
However, the most cumbersome term is the last one appearing in Eq. (21). The use of a
single instead ofNk species variance equations is paid for by the sum

Ss =
Nk∑

i=1

Y
′′
i Si =

Nk∑
i=1

(Yi Si − Ỹi Si ), (76)

which is expensive to calculate and complex to linearize. While the productỸi S̄i and all
its derivatives are already known,Yi Si has to be calculated according to Eq. (31) and the
corresponding derivatives follow as

∂Ss

∂ρ̄
=

Nk∑
i=1

(
∂(Yi Si )

∂ρ̄
+ Ỹi

ρ̄
Si − Ỹi

∂Si

∂ρ̄

)
, (77)

∂Ss

∂(ρ̄Ỹj )
=

Nk∑
i=1

(
∂(Yi Si )

∂(ρ̄Ỹj )
− Ỹi

∂Si

∂(ρ̄Ỹj )

)
− Sj

ρ̄
, (78)
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for j = 1, 2, . . . , Nk − 1, and

∂Ss

∂χ
=

Nk∑
i=1

(
∂(Yi Si )

∂χ
− Ỹi

∂Si

∂χ

)
, (79)

whereχ represents any of the remaining conservative variables ofQ. Finally, derivatives of
Yi Si remain to be formed, which requires some mathematics. In principle, this procedure
is similar to the derivation of the mean species production rates. Despite the complexity of
these derivatives, many terms involved are already known (e.g.,T1 to T4) and much CPU
time can be saved by careful programming. This time, we only present the results that again
are obtained by applying the chain rule for partial derivatives. Defining

B1 = ∂(Yi Si )

∂ T̃

∣∣∣∣
Q1\T̃
− IT

T̃

∂(Yi Si )

∂ IT

∣∣∣∣
Q1\IT

(80)

we get for the derivative

• with respect to ¯ρ

∂(Yi Si )

∂ρ̄

∣∣∣∣
Q\ρ̄
= ∂(Yi Si )

∂ρ̄

∣∣∣∣
Q1\ρ̄︸ ︷︷ ︸

2a

+ ∂(Yi Si )

∂ T̃

∣∣∣∣
Q1\T̃

∂ T̃

∂ρ̄

∣∣∣∣
Q\ρ̄︸ ︷︷ ︸

2b

+ ∂(Yi Si )

∂ IT

∣∣∣∣
Q1\IT

∂ IT
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(81)

2a= Mi

Nr∑
r=1

(ν ′′ir − ν ′ir )
[
k̄ fr

∂

∂ρ̄
(T2 f T3 f T5 f T6 f )− k̄br

∂

∂ρ̄
(T2bT3bT5bT6b)

]
, (82)

2b= ∂(Yi Si )

∂ T̃

∣∣∣∣
Q1\T̃

1

ρ̄cv

[
1

2
(ũ2+ ṽ2)+ q2− ẽNk

]
, (83)

2c= ∂(Yi Si )

∂ IT

∣∣∣∣
Q1\IT

[
IT

ρ̄

(
1

2
− esNk

es

)
− IT

T̃

1

ρ̄cv

(
1

2
(ũ2+ ṽ2)+ q2− ẽNk

)]
, (84)

• with respect to ¯ρũ

∂(Yi Si )

∂(ρ̄ũ)

∣∣∣∣
Q\ρ̄ũ

= − ũ

ρ̄cv

B1, (85)

• with respect to ¯ρ Ẽ

∂(Yi Si )

∂(ρ̄ Ẽ)
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Q\ρ̄ Ẽ

= 1

ρ̄cv

B1, (86)

• with respect to ¯ρq

∂(Yi Si )

∂(ρ̄q)

∣∣∣∣
Q\ρ̄q

= − 2q

ρ̄cv

B1, (87)

• with respect to ¯ρσe

∂(Yi Si )

∂(ρ̄σe)

∣∣∣∣
Q\ρσe

= ∂(Yi Si )

∂ IT

∣∣∣∣
Q1\IT

1

2

IT

ρ̄σe
, (88)
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• with respect to ¯ρσY

∂(Yi Si )

∂(ρ̄σY)

∣∣∣∣
Q\ρσY

= Mi

Nr∑
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∂

∂(ρ̄σY)
(T3 f T5 f T6 f )
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∂

∂(ρ̄σY)
(T3bT5bT6b)

]
, (89)

• with respect to ¯ρỸk

∂(Yi Si )

∂(ρ̄Ỹk)
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Q\ρ̄Ỹk
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∂ IT
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×
[
k̄ fr T2 f

∂

∂(ρ̄Ỹk)
(T3 f T6 f )− k̄br T2b

∂

∂(ρ̄Ỹk)
(T3bT6b)

]
, (90)

while the derivative with respect toρω becomes zero.

5. THE MULTIGRID METHOD

An efficient numerical algorithm is a basic requirement for the engineering use of CFD
in combustor design. In principle, multigrid methods can be applied for convergence ac-
celeration in conjunction with any iterative solver that is able to efficiently damp out high-
frequency error components. While excellent results or even textbook multigrid efficiency
may be achieved for subsonic or transonic flows [12, 13], problems arise in cases of

• strong shock waves,
• highly stretched grids,
• turbulence, and
• finite rate chemistry.

This paper focusses on the last point, chemical source terms appearing in species and pdf
transport equations. The efficiency of multigrid methods results from the fact that low-
frequency error components are damped out more efficiently on coarser grid levels. A
second advantage is the possibility of using larger time steps on coarse grids. In dealing
with chemically reacting flows, problems arise from strongly nonlinear source terms. In
the case of a full coarsening multigrid strategy, coarse grid variables are linearly calculated
from corresponding fine grid values. It is obvious that a recalculation of strongly nonlinear
functions with linearly averaged variables causes large differences in these terms at different
grid levels. In most cases the consequence is failure of the multigrid method. Moreover,
chemistry is a local phenomenon and, hence, the basic features of multigrid methods (damp-
ing out spatial low-frequency errors) do not work. Nevertheless, convergence acceleration
is possible. Combustion is mostly limited to narrow regions of the flow field and even if the
full potential of multigrid methods cannot be used in the main reaction zone, there still is a
strong influence in the remaining flow field. To allow the use of large time steps at coarse
grid levels, chemistry is treated fully coupled with fluid motion as explained above.

A full coarsening V-cycle multigrid method based on the full approximation storage
(FAS) scheme of Brandt [10] is considered in the present paper. The implicit version for
approximately factored schemes was first presented by Jameson and Yoon [11]. Coarse grids
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are formed by eliminating every other grid line of the previous finer mesh. The calculation
is initialized by a nested iteration approach. Prolongation of corrections from coarse to
fine grids is performed by bilinear interpolation. Further details of the multigrid method
employed here may be found in Ref. [9]. Therefore, only modifications of the restriction
operator which are necessary to enable convergence in case of finite-rate chemistry and pdf
modeling are explained.

5.1. Restriction

Local damping of the restricted residual error is used in the present paper to enable
convergence of the multigrid method in case of strong shock waves and finite-rate chemistry.
Such a damping is associated with a loss of information at coarser grid levels leading to a
reduction in convergence acceleration. On the other hand, combustion is often limited to
small spatial regions and the full multigrid method keeps working outside of main reaction
zones. An additional advantage of this method is its simplicity. This procedure has similarity
with the damping at shock waves and is easy to include in any multigrid solver. The sensor
proposed in Ref. [9] for the simulation of finite-rate chemistry is extended here to include
turbulence chemistry interaction.

The following transfer operators are used for the applied full coarsening cell-centered
finite-volume method.

• Ik 7→k+1 for restriction of flow variables [11],

Ik 7→k+1Qk = 1

Äk+1

4∑
l=1

Äk
l Qk

l , (91)

whereÄ denotes the corresponding cell area at grid levelk. Four fine grid volumes are
collected forming one coarse grid volume.
• Ī k 7→k+1 for restriction of residuals or residual errors [9],

Ī k 7→k+1Rk =
4∑

l=1

Rk
l max

[
0, min

(
1− κk

l , 1− γ k
l

)]
. (92)

Instead of simply adding four fine grid residualsR, the transfer is damped by parameter
κk

l near shock waves and byγ k
l in regions of high chemical activity. A similar damping

has been introduced by Radespiel and Swanson [31] for the simulation of shock waves in
hypersonic, nonreactive flows. To locate shock waves within the flow field, a blend between
the standard pressure-based sensor [32] and a sensor with TVD properties [33] is employed,

ν
ξ
i, j =

|pi+1, j − 2pi, j + pi−1, j |
(1− χ)(|pi+1, j − pi, j | + |pi, j − pi−1, j |)+ χ(pi+1, j + 2pi, j + pi−1, j )

, (93)

which is given here for theξ -direction.χ takes values between 0.8 and 1 in the following
simulations. The damping parameterκk is formed by the maximum of neighboring values
of ν,

κk = Ckmax
(
ν

ξ
i, j , ν

ξ
i−1, j , ν

ξ
i+1, j , ν

η
i, j , ν

η
i, j−1, ν

η
i, j+1

)
. (94)

By constantsCk the damping factors can be adjusted to the decreasing smoothness of
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the pressure distribution on successively coarser grids. To locate regions of high chemical
activity we introduce an additional sensor,

γ k = Bk

(
1

Nk

Nk∑
i=1

∣∣Sk
i

∣∣
Sk

i,max+ ε

)α

. (95)

Sk
i,max represents the maximum absolute production rate of speciesi within the flow field,k

denotes the grid level,Bk is a grid-level-dependent constant (0≤ Bk ≤ 1), andε is a small
number to avoid division by zero. It was found to be advantageous that allNk individual
species production rates contribute to this sensor (0≤ γ ≤ 1). An exponentα of 0.3 ensures
a smooth distribution and worked satisfactorily for the test cases described later.

Because combustion is usually associated with strong gradients in density, a density-based
sensor similar to Eq. (93) can alternatively be used to reduce coarse grid residuals.

In addition to damping the transferred residual error, the coarse grid time step is reduced
at the beginning of the iteration process. The standard time step1ts is replaced by

1tk = 1tk
s max

[
ε, min

(
1− κk

l , 1− γ k
l

)]
for k > 1, (96)

whereε is a limit that is chosen to be 0.01.
The described damping of restricted residual errors was found to be essential owing to

strong nonlinearities in the chemical source terms. However, these source terms are pure
functions of local values. Another difficulty arises if nonlinear source terms include spatial
derivatives. This is the case for the production of turbulent kinetic energy [9, 21] and for
Se1, Se2, andSY1 in the pdf transport equations (see Eqs. (14) and (21)). In discretized form,
these terms require neighboring values. It is obvious that a recalculation of such terms at
different grid levels causes strong differences that can lead to divergence of the multigrid
solver. Therefore, we adopted a simple and stable method used before for the turbulence
equtions [34]. The main production terms of variance in energy and the sum of species
fluctuations,Se1 andSY1, respectively, are calculated on the finest grid only and passed on
to coarser grid levels by

Sk+1
e1 = Ik 7→k+1 Sk

e1,

Sk+1
Y1 = Ik 7→k+1 Sk

Y1,
(97)

where they are kept constant. Such a simple freezing of strongly nonlinear parts allows
the multigrid method to converge. For simplicity the same treatment is used forSe2, the
divergence of the velocity field. Both treatments,

• freezing of terms formed by spatial derivatives and
• damping of the restricted residual errors,

are performed simultaneously. This is necessary because high production rates of species
and pdf variables often are located in different parts of the flow field.

6. RESULTS AND DISCUSSION

Numerical tests are performed in order to evaluate robustness of the implicit treatment
of pdf source terms as well as efficiency of the proposed multigrid algorithm. A nested
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FIG. 2. Geometry for planar reactive shear flow.

iteration process using four grid levels serves to initialize the flow field on the finest grid.
All computations are started by fixing the inflow properties to the interior of the domain.
The first simulation is a theoretical test case for which no experimental data are available.
The purpose of this simulation is to investigate the influence of the assumed pdf closure
on ignition delay and to use the multigrid method for a lifted flame simulation. The second
test case consists of an attached supersonic diffusion flame and in addition to convergence
histories, species profiles are compared with experimental results.

6.1. Planar Methane Diffusion Flame

A two-dimensional, high-speed reacting mixing layer serves to investigate convergence
properties and the influence of the assumed pdf approach on ignition delay. This simulation
resembles those of Refs. [24] and [35], with the exception that methane is used instead
of hydrogen in the present case. The model problem corresponds to a supersonic shear
flow over a splitter plate with 4◦ angle (see Fig. 2). Precalculated, fully turbulent inlet
profiles withδ = 0.5-cm boundary layer thickness are specified for both streams. Table III
summarizes pertinent inflow conditions of the upper air and the lower methane–nitrogen
stream. A constant free-stream temperature fluctuation intensity ofIT = √σT/T̃ = 0.15 is
chosen at the inlet and the species fluctuation intensity

IY = σY∑Nk
m=1Ỹm(1− Ỹm)

(98)

TABLE III

Inflow Conditions for Reactive Shear Flow

Air stream CH4/N2 stream

p (bar) 1.5 1.5
u (m/s) 1800 2300
T (K) 2000 2000
YCH4 0 0.4
YN2 0.7664 0.6
YO2 0.2336 0
IT 0.15 0.15
IY 0.002 0.002
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FIG. 3. Convergence histories with and without the multigrid technique versus the number of multigrid cycles.

takes a value of 0.002. This flow is characterized by its high inflow temperatures that, in the
case of hydrogen, cause ignition directly at the tip of the splitter plate [9, 24]. However, a
lifted flame develops if methane serves as fuel (see Fig. 5). A 58-step 17-species finite-rate
reaction model [19] is employed for methane–air combustion. The simulation starts 4 cm
upstream of the tip discretizing the domain by a two-block grid with 128× 64 volumes
each. Due to the requirements of the turbulence model and for resolution of important flow
characteristics, the grid is highly clustered near solid walls, at the tip of the splitter plate,
and in the combustion zone, resulting in cell aspect ratios of up to 2200. Ally+-values of
near-wall-cell centers are smaller than 0.25.

Figures 3 and 4 display convergence behaviors of the calculations. Plotted are the averaged
absolute normalized residuals of density ¯ρ, turbulence variableq, and pdf variablesσe and
σY versus the number of multigrid cylces and work units, respectively. One work unit is
defined as the computational time necessary for one fine grid iteration. It may be seen that all
residuals of the four-level multigrid calculation (V1=V-cycle with 1 coarse grid iteration)
converge at about the same rate. This is an advantage if all conservation equations are treated
with the multigrid technique. All residuals reach machine accuracy in about 5000 iterations.

FIG. 4. Convergence histories with and without the multigrid technique versus the number of work units.
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FIG. 5. Calculated temperature contours (K,1 = 50 K) with assumed pdf closure.

Because the computations are performed on a vector computer (NEC–SX4) using a fully
vectorized code, reductions achieved in CPU time are smaller than the theoretically possible
values, a consequence of shorter vector lengths on coarse grids reducing the performance
of the code. Nevertheless, the convergence improvement relative to the single grid iteration
is at least threefold. It should also be noted that the performance of simulations of detached
flames using the multigrid method still exhibits strong grid size and test case dependence. If
the difference in ignition delay at the different grid levels is too large, the multigrid method
usually fails.

Figure 5 shows calculated temperature contours, indicating regions of heat release by
combustion. These results are obtained with the assumed pdf approach. The same simulation
without pdf modeling did not ignite within the computational domain. In addition, a strong
dependence of ignition on the reaction mechanism is observed. In summary, the most
obvious feature of the assumed pdf closure is a significant reduction in ignition delay
caused by some strongly increased mean reaction rates of chain initiating reactions due to
temperature fluctuations. The distribution of temperature fluctuation intensityIT is given in
Fig. 6. The relatively high free-stream inflow values forIT of 0.15 decrease in the boundary
layer approaching the splitter plate. The main production of energy variance results from
gradients in energy, which in turn result from both temperature and species gradients.
Because a uniform inflow temperature was assumed, energy gradients are mainly caused
by species gradients upstream of the ignition point. However, gradients in species mass
fractions are relatively small owing to high nitrogen mass fractions in both streams (0.6 and
0.7664). In addition, because of high inflow values the increase in temperature and thus the
temperature gradients are low, too. Both effects limit the production of energy variance.
After a decrease inIT caused by the splitter plate, values increase again directly at the tip
of the plate and in the main reaction zone.

Figure 7 displays the distribution of the sum of species variancesσY. As before, main
production results from gradients in mean species mass fractions. High production rates
and high values ofσY are located in the shear layer between both streams. Ignition and
combustion cause a strong decrease inσY. This effect has also been observed by Baurle
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FIG. 6. Calculated contours of temperature fluctuation intensityIT (1 = 0.005).

et al. [3] for a different test case but does not agree in its strength with experimental data.
Inaccurate modeling assumptions in theσY conservation equation may be responsible for
this behaviour.

6.2. Axisymmetric Shear Flow

The second test case considered corresponds to an experiment of Evanset al. [36]. Figure 8
illustrates axisymmetric hydrogen injection into a preheated vitiated air stream. The inner
radius of the tube is 0.326 cm; the outer one is 0.476 cm. A three-block grid is chosen to
resolve the lip thickness at the end of the injector. The grid contains 136× 72, 112× 48,
and 136× 48 volumes to simulate the upper half of the symmetric problem. The calculation

FIG. 7. Calculated contours of the sum of species variancesσY (1 = 0.003).
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FIG. 8. Geometry (cm) for the Evanset al. [36] axisymmetric combustion experiment.

starts atx = −0.33 cm (see Fig. 12), thus simulating the inner and outer boundary layers
at the tube surfaces. Precalculated, fully turbulent boundary layer profiles are specified as
inflow conditions. The computational grid is highly clustered near solid walls as well as in
the recirculation zone at the end of the tube. At solid walls, the minimum radial spacing
amounts to 1× 10−6 m, fine enough to ensurey+-values smaller than 0.8 for the converged
solution. The highest cell aspect ratio is about 500. The inflow conditions of the pure
hydrogen and the vitiated air are summarized in Table IV. Unfortunately, no information
is available about inflow boundary layer thicknesses for this experiment. This is a critical
point because the results were found to be sensitive to the choice of these values. Inflow
free-stream temperature fluctuation intensity and species fluctuation intensity are assigned
values of 0.15 and 0.005, respectively. Both calculations (with and without the assumed pdf
approach) result in an attached flame as observed in the experiment. This is due to the high
temperature of the vitiated air heated by precombustion.

Figures 9 and 10 show convergence histories of the pdf simulation with and without
multigrid technique versus the number of multigrid cycles and work units, respectively.

TABLE IV

Inflow Conditions for Axisymmetric Combustion

Experiment of Evanset al. [36]

Hydrogen jet Vitiated air stream

p (bar) 1 1
u (m/s) 2432 1510
T (K) 251 1495
Ma 2 1.9
YH2 1 0
YH2O 0 0.281
YN2 0 0.478
YO2 0 0.241
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FIG. 9. Convergence histories with and without the multigrid technique for pdf simulations versus the number
of multigrid cycles.

Unlike in the previous case, the coarse grid time step had to be reduced at the beginning of
the iteration. Again a similar convergence behaviour is obtained for all variables by treating
all conservation equations with the multigrid method. Due to the reduced coarse grid time
step at the beginning, the gain from the multigrid technique turns out to be smaller than
before. However, there is still a strong reduction in necessary CPU time. Figure 11 shows
a comparison between simulations with and without pdf modeling. All parameters of these
calculations as CFL number, restriction coefficients, and coarse-grid time-step limitation
are the same. Plotted are 1- and 4-level residuals of density and turbulence variableq versus
the number of multigrid cycles. Calculations with and without pdf modeling show nearly
identical convergence histories. This feature demonstrates that the basic properties of the
LU-SGS algorithm are maintained with pdf modeling. However, the computational effort for
solving two additional equations and for the implicit treatment of averaged production rates
nearly doubles the CPU time per iteration. Since the differences between calculations with
and without pdf modeling are small for this test case, only contour plots with pdf modeling
are presented. Figure 12 shows the calculated temperature to illustrate some global features

FIG. 10. Convergence histories with and without the multigrid technique for pdf simulations versus the
number of work units.
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FIG. 11. Convergence histories with and without pdf modeling for 1 and 4 level simulations.

of the flow field. The highest temperature is 2342 K for the calculation with assumed pdf
closure versus 2255 K with laminar chemistry. The temperature fluctuation intensity and
the sum of species variances are displayed in Figs. 13 and 14. In comparison with the
previous test case, a much stronger production is observed for both quantities. Reasons are
the extreme temperature (and therefore energy) and species mass fraction gradients between
both streams. Thus, main production is located in the shear layer directly downstream from
the tube. Maximum values ofIT andσY are 0.54 and 0.176, respectively. Despite these
high values in variance, the effect of the pdf approach on species concentration profiles
is relatively small. Species mass fraction profiles have been measured at four different
streamwise locations (x/D = 8.26, 15.5, 21.7, and 27.9; diameter of the outer tubeD =
0.9525 cm). Figure 15 gives a comparison between measured and calculated profiles for
x/D = 21.7. These graphs include calculations with and without assumed pdf modeling.
As in the calculation of Edwards [16], the computed reaction zone is much thinner than
that in the experiment. The use of assumed pdfs did not change that fact. However, the
computational results are similar to those achieved by Baurle [26]. The overall agreement
is satisfactory, especially if some uncertainty in the experiment and inexactness in the
boundary conditions are taken into account.

FIG. 12. Calculated temperature contours (K,1 = 200 K) for the experiment of Evanset al. [36].
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FIG. 13. Calculated temperature fluctuation intensity contours (1 = 0.05).

FIG. 14. Calculated sum of species variances contours (1 = 0.015).

FIG. 15. Calculated and measured profiles of mass fractions atx/D = 27.9.
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7. CONCLUSIONS

A presumed pdf approach has successfully been used to include effects of turbulent
fluctuations on chemical production rates. The pdfs assumed are a Gaussian distribution for
temperature and a multivariateβ pdf model for species fluctuations. An analytically formed
source Jacobian is presented. The implicit treatment of chemistry has maintained the good
stability and convergence properties of the LU-SGS algorithm. The greatest effect of the
assumed pdf closure observed was a significant reduction in ignition delay. An implicit
multigrid method is used for convergence acceleration of all conservation equations. Local
damping of restricted residual errors allows convergence in the case of finite-rate chemistry
and pdf closure. A strong reduction in CPU time has been demonstrated for test cases with
methane and hydrogen combustion. While the proposed technique achieves good results for
attached flames, multigrid convergence acceleration for lifted flames is still strongly grid
size and test case dependent.
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